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Abstract 

Standardized analysis pipelines contribute to making data bioinformatics research 
compliant with the paradigm of Findability, Accessibility, Interoperability, and Reus-
ability (FAIR), and facilitate collaboration. Nextflow and Snakemake, two popular 
command-line solutions, are increasingly adopted by users, complementing GUI-based 
platforms such as Galaxy. We report recent developments of the nf-core framework 
with the new Nextflow Domain-Specific Language (DSL2). An extensive library 
of modules and subworkflows enables research communities to adopt common 
standards progressively, as resources and needs allow. We present an overview of some 
of the research communities built around nf-core and showcase its adoption by six 
EuroFAANG farmed animal research consortia.

Introduction
Advancements in large-scale molecular biology methods have driven an unprec-
edented increase in data generation [1–3]. This situation brings computational 
capacities to their limits and highlights a growing need for robust and scalable data 
analyses  [4]. Workflow management systems (WfMSs) are now the recommended 
solution when dealing with high-throughput data analysis pipelines [5]. While some 
frameworks, such as Galaxy [6], focus on user-friendly graphical interfaces, other 
tools like Snakemake  [7] and Nextflow [8] are designed for bioinformaticians famil-
iar with programming. They combine the expressiveness [9] of Bash with additional 
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features to better support reproducibility, traceability, parallelization, and portabil-
ity across different infrastructures (HPC clusters, cloud computing, and worksta-
tions). Using Google Scholar to explore the bibliometrics of some of the most popular 
WfMSs [9], we measured 4706 citations for the year 2024, which is about two and 
a half times more than for 2018 (Fig. 1; Additional File 1: Supp. Table 1). A notable 
trend over the last 6 years has been the significant increase in Nextflow and Snake-
make usage, while Galaxy has remained relatively stable in absolute citation numbers 
after peaking in 2021. These trends are corroborated by a similar analysis using Sco-
pus data (Additional File 1: Supp. Figure 1; Additional File 1: Supp. Table 2) and align 
with the findings from the 2024 State of the Workflow survey conducted by Seqera 
(Additional File 1: Supp. Table  4). This survey, involving 608 Nextflow users across 
48 countries, revealed a notable decline in the proportion of respondents declaring 
some usage of Galaxy—from 17% in 2021 to 5% in 2024. During the same period, the 
proportion of Snakemake users decreased from 27 to 17%. Our bibliometric analysis 
also indicates that Nextflow experienced the highest growth in usage among WfMSs. 
With a citation share of about 43% in 2024, Nextflow has become the main driver 
behind the adoption of bioinformatics-based WfMSs. All the WfMSs mentioned here 
are open-source software available on GitHub, where repositories can be evaluated 
by users through a star system (GitHub equivalent of a “like”). Based on their number 
of stars, the WfMSs surveyed here rank among the top 30,000 repositories (out of 
an estimated 420 million [10]). Notably, Nextflow is the highest-ranked among them, 
positioned at #3210 with 4032 stars (Additional File 1: Supp. Table 3). The status of 
Nextflow as a major WfMS is also reflected in global registries such as the Workflow-
Hub [11], an ELIXIR-supported initiative [12] aimed at maintaining a registry for sci-
entific computational workflows (Additional File 1: Supp. Table 3). In 2024, Nextflow 
pipelines accounted for 24.1% of WorkflowHub entries and were the second most 

Fig. 1  Google Scholar citation counts for bioinformatics workflow management systems. Sum of citations of 
the major publications of Galaxy, Nextflow, and Snakemake between 2018 and 2024 (Data in Additional File 
1: Supp. Table 1)
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represented after Galaxy, which accounted for 50.8%. Altogether, these observations 
underscore the global relevance of WfMSs to the community and highlight the central 
role of Nextflow.

While WfMSs provide a powerful way to bundle available methods into pipelines, they 
do not provide standards for how this bundling should be carried out. This gap has led 
to the establishment of pipeline registries for Galaxy (Galaxy ToolShed [13]), Snakemake 
(Snakemake Workflow Catalog (SWC) [14]; Snakemake-Workflows [15]), and Nextflow 
(nf-core [16]). These workflow repositories contain pipelines developed by the commu-
nity and made available to everyone, with a focus on usability and long-term mainte-
nance. Registries promote consistent pipeline design by defining clear best-practice 
guidelines (Additional File 1: Supp. Table  3). “Automated reproduction”—the capacity 
of programmatically deploying a pipeline off the shelf without a crash—was recently 
quantified by an independent study comparing nf-core and Snakemake SWC [17]. The 
authors reported that 83% of nf-core’s released pipelines could be deployed as expected, 
a figure nearly four times higher than that reported for SWC.

Altogether, this data suggests a rapidly changing landscape for the use of WfMSs. Biol-
ogists are increasingly confronted with the complex task of selecting a technology with 
which they can be confident their data will be exploited at its full potential. They must 
also ensure that their results will remain interoperable over extended periods. The rapid 
pace of data and methods evolution also means that many stakeholders will alternate 
between being users and developers of existing pipelines, if only to adapt existing tools 
to their needs. It is, therefore, essential that the decision to commit to a WfMS is as well-
informed as possible. In the next section, we outline recent developments in Nextflow 
and nf-core and explore aspects relevant to both users and developers. In the last sec-
tion, dedicated to communities, we explore the decision-making process and the pos-
sibility of undergoing what we refer to as progressive standard transition, a process we 
expect to be relevant to any community, especially those with limited resources.

Nextflow and nf‑core: recent developments
Nextflow and nf-core are community resources collectively maintained by academia and 
industry. In this section, we review the main developments that took place between 2018 
and 2025.

Expansion of the nf‑core pipeline community

The nf-core community was created in 2018 for the specific purpose of maintaining a 
curated collection of pipelines implemented according to agreed-upon best-practice 
standards [18]. The nf-core pipelines are meant to be off-the-shelf tools and are charac-
terized by reproducibility, standardization, and rapid result generation. To achieve this, 
the community selects widely used state-of-the-art bioinformatics tools. These tools 
are subject to peer review and community feedback and are further developed under a 
well-defined decision-making process (see the next section). As of February 2025, there 
are 124 pipelines available within nf-core, covering the analysis of a broad range of data 
types, including high-throughput sequencing, mass spectrometry, protein structure 
prediction, or microscopy, but also applications well beyond biology such as astrophys-
ics [19], earth science [20], and economics [21]. These curated pipelines are supported 
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by over 2600 GitHub contributors (including > 1200 organization members) and over 
10,000 users on nf-core’s primary communication platform Slack (Additional File 1: 
Supp. Table 6). Pipeline long-term maintenance is achieved by an efficient cooperation 
model allowing teams across institutions to collectively and simultaneously contribute 
according to their needs and capacity (Fig. 2A).

nf‑core governance and broadening of its outreach

The nf-core community is organized around a steering committee (currently 7 mem-
bers, including 3 Seqera employees) that provides guidance and recommendations and 
a core team (currently 14 members, including 7 Seqera employees) that ensures the day-
to-day running of the nf-core project, oversees governance teams, and makes routine 

Fig. 2  Pipeline maintenance and usage. A Major contributions to the nf-core/smrnaseq pipeline over time 
by different academic institutions or private companies. Data for individual contributors is collapsed to their 
institution (SciLifeLab: 3; QBiC: 2; Boehringer Ingelheim: 3; Seqera: 4; all the others: 1) B Nextflow analysis 
pipelines used in the EuroFAANG consortia for the functional annotation of various species’ genomes
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community decisions (Additional File 1: Supp. Table 4). The community features con-
tributors from both academia and industry and benefits from a strong material support 
from Seqera that provides key infrastructure elements, such as the Slack channel or the 
organization of annual gatherings. Together, the core team organizes every aspect of the 
community, including the incorporation of teams dedicated to overseeing infrastructure 
maintenance, safety, and outreach. Decision-making is generally based on community 
discussion via Slack. For instance, new pipeline projects or suggestions for modifications 
to existing ones are first discussed on Slack and community-approved. These suggestions 
are then implemented and proposed via GitHub pull requests (e.g., new content pro-
posals for a pipeline repository). For acceptance, these pull requests must be reviewed 
and approved by at least two nf-core members in the case of a release pull request and 
at least one otherwise. The core members also manage outreach efforts by organizing 
the compilation of community-wide resources through a dedicated team. For instance, 
free community Nextflow and nf-core training videos are recorded and shared online 
every 6 months, accounting for over 35,000 views on YouTube between 2022 and 2023 
(Additional File 1: Supp. Table 5). Inclusiveness is a central aspect of nf-core as reflected 
by the organization of events accessible to all, irrespective of language, geography, time 
zones, and the ability to travel. Since its inception, nf-core has run 16 virtual, hybrid, or 
in-person hackathon events that have attracted global attendance. Over 100 “nf-core/
bytesize” webinars describing community advancements, coding approaches, and pipe-
lines have been shared online. A mentorship program pairs experienced Nextflow and 
nf-core developers with new community members from underrepresented groups. The 
effectiveness of this effort is reflected in the various metrics collected across resources. 
Overall, views of outreach material on YouTube increased from 6761 in 2022 to 28,398 
in 2023 (Additional File 1: Supp Table 5). This evolution is on par with the near-doubling 
of GitHub contributors (1156 in 2022 up to 2602 in 2025) and the number of registered 
Slack users that has increased more than tenfold (782 vs 10,856) since the July 2020 
release of the new Nextflow syntax (Domain-Specific Language 2, DSL2) (Additional File 
1: Supp. Table 6; Additional File 1: Supp. Section DSL2).

Evolution of the Nextflow workflow management system

DSL2 has been Nextflow’s most notable technical development over the past 6  years 
(Additional File 1: Supp. Section “DSL2” for a technical description). From a developer’s 
point of view, DSL2 supports the same functionalities as DSL1, with its key improvement 
being to allow the splitting of complex workflows into smaller modular components. 
This includes modules (encapsulating a specific computational task) and subworkflows 
(orchestrated groups of module tasks), which are both reusable across multiple work-
flows. Other main developments include improved support for cloud-based computing 
platforms, support for on-demand container provisioning via the Wave service [22], and 
extended support for additional HPC schedulers/cloud services and software container 
engines (18 schedulers/cloud services and 7 container engines, as of version 24.10.4) 
(Additional File 1: Supp. Table  6). These developments have been complemented by 
community-driven projects meant to expand Nextflow functionalities for the benefit of 
any pipeline. These include nf-test [23], a testing framework for Nextflow pipelines and 
components; and various Nextflow plugins such as nf-validation [24], a JSON Schema 
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validation of pipeline parameters and sample sheets; nf-co2footprint [25], a monitoring 
tool for energy consumption and carbon emission from pipeline computations; and nf-
prov [26], a provenance report tool for pipeline runs.

Impact of Nextflow module support on nf‑core

By convention, a module is implemented as a Nextflow process definition around a spe-
cific functional task—typically an existing bioinformatics algorithm or script. An nf-
core module is a Nextflow module developed according to nf-core standards and can 
be programmatically installed alongside the pipelines that use it. The standards involve 
declaring the required software dependencies via container images and Conda packages, 
including popular community-curated collections such as Bioconda  [27] and Biocon-
tainers [28]. In this way, each nf-core module encapsulates the correct environment for 
its embedded software, thus ensuring that each software works as intended. While this 
approach may stop short of solving incompatibilities caused by versioning, it nonethe-
less minimizes issues caused by two or more components being unable to coexist within 
the same environment.The transition to DSL2 has enabled the establishment of a shared 
repository for standardized modules and subworkflows. The community’s strong adop-
tion of this new modular approach is well illustrated by the rapid growth of the nf-core/
modules repository, which has accumulated over 1400 modules and around 80 subwork-
flows in less than 5 years. As expected, a large number of modules were incorporated 
in the year the repository was created (> 700 in 2022), but the rate of new additions has 
remained significant, with over 300 and over 400 new entries in 2023 and 2024, respec-
tively (Additional File 1: Supp. Table  6). Modules and subworkflows from the nf-core 
repositories can be used equally by both nf-core and non-nf-core pipelines. Beyond 
the public module repositories, nf-core also supports self-hosted module repositories. 
These allow for the direct integration of internally developed software with community-
maintained modules and subworkflows, effectively bridging closed- and open-source 
development.

Best practices and improved pipeline standardization

The best practices are documented in publicly accessible online resources (Additional 
File 1: Supp. Table 4). They essentially revolve around ensuring that nf-core pipelines’ 
implementations follow the FAIR principles (Findability, Accessibility, Interoperabil-
ity, and Reusability) [29, 30], good documentation practices, and precise conventions 
on code implementations. The best practices also rely on the incorporation of shared 
features applied across all nf-core pipelines, thus enabling consistent functionalities. To 
ease the use of its best practices, nf-core has developed a base template for pipelines. 
This template receives regular updates, which are semi-automatically synchronized 
across all pipelines. The template establishes a pipeline file structure with code, docu-
mentation, and continuous integration (CI) tests. Pipelines are tested using automated 
linting tests to check code formatting, syntax, and flag outdated nf-core modules. To 
guarantee deployability, each pipeline comes with minimal datasets used to test the 
pipeline for every pull request. CI testing also includes a “full-size” dataset with a real-
istic input to automatically test portability on AWS and Microsoft Azure before each 
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stable release. The output files are publicly accessible and can be browsed on the nf-core 
website.

Extended tooling

The nf-core/tools package provides helper tools to improve accessibility for users of 
any Nextflow pipeline. Its functionality features commands to download pipelines and 
associated software for offline use, and methods for launching pipelines, including both 
a command-line and a graphical web-browser-based pipeline launch interface to sup-
port users less comfortable with command-line interfaces. The CLI provides features to 
create new pipelines based on the nf-core template and to produce and modify JSON 
schema files for parameter validation and documentation. Subcommands allow develop-
ers to discover, install, and update modules and subworkflows, as well as create new ones 
from a template.

Reproducibility and data provenance

Achieving full reproducibility when running a pipeline is an essential requirement 
of the FAIR paradigm. Nextflow and nf-core simplify this task by supporting the pro-
grammatic collection of execution parameters (e.g., tool versions, command-line flags) 
through parameter files, the nf-prov plugin, and MultiQC [31] summary reports. Col-
lecting this data unambiguously defines the procedures used to generate the considered 
results, ensuring transparency and traceability. While the use of containerized pipelines 
enhances deployability and reproducibility, documenting all deployment parameters 
enables researchers to reproduce analyses or assess comparability between similar analy-
ses. Provenance and the insights it provides on an analysis are especially critical when 
comparing results collected across large consortia, such as EuroFAANG (see the next 
section). This aspect is central within a consortium formally committed to meeting com-
munity-agreed metadata standards (like those of FAANG [32]) by facilitating compara-
bility, reproducibility, and standardization.

Uptake of Nextflow and nf‑core by research communities: the case study 
of the farmed animals genomics community
Over the last 7 years, Nextflow has been adopted by a diverse set of research commu-
nities (Additional File 1: Supp. Table  7). The nf-core community was the first one to 
emerge. It originated from the early Nextflow users and naturally structured itself around 
specific computational pipelines, bringing together scientists scattered across projects 
and institutions but connected by their common interest in a specific pipeline, whether 
as users or developers. Additional communities formed around shared scientific goals 
rather than a specific tool. Some of these research communities have developed outside 
the realm of nf-core. For instance, Genomics England (GE) was established by the UK’s 
Department of Health with the long-term goal of providing the benefits of personalized 
genomics to the English population. This initiative began with the extensive sequenc-
ing of patients with rare diseases or cancer—already over 100,000 genomes from nearly 
90,000 patients as of Data Release Version 19 [33]—and is now extending efforts towards 
sequencing 100,000 newborns within the Generation Study. GE has so far generated 
over 21 petabytes of data [34] and has become a central hub for the English medical 
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community dedicated to patients whose conditions may be improved using genomic 
analysis. GE’s key computational resource is a collection of Nextflow pipelines specifi-
cally dedicated to post-genomic analysis (Additional File 1: Supp. Table 7). Another com-
munity example is the Darwin Tree of Life (DToL) [35] hosted by the Wellcome Sanger 
Institute. DToL is the British initiative related to the Earth BioGenome Project (EBP) 
[36], whose objective is to sequence up to 2 million species around the world. DToL spe-
cifically aims to enable the sequencing of 70,000 species endemic to the British Isles and 
is one of the most advanced national chapters of the EBP. The DToL brings together a 
very interdisciplinary group of biologists sharing an interest in this massive sequencing 
effort. Just like for Genomics England, the DToL computational common denominator is 
a collection of high-quality pipelines dedicated to genomics analysis. These pipelines are 
not part of the nf-core collection, but they have all been explicitly developed using the 
nf-core standards and tooling (Additional File 1: Supp Table 7). Communities can also 
be united by a technology rather than a scientific question. This is the case of the Oxford 
Nanopore Technologies EPI2ME platform. EPI2ME supports scientists using nanopore 
sequencing technology [37]. EPI2ME provides this community with 15 curated open-
source pipelines, all developed and documented to a standard comparable to nf-core 
(Additional File 1: Supp. Table 7). Their availability in the GitHub repository makes them 
amenable to any kind of customization.

These three examples illustrate how the use of common pipeline standards may act 
as a synergy catalyst. However, they also reflect contexts where well-funded, centralized 
organizations like Oxford Nanopore or Genomics England are able to provide dedicated 
support to their user communities. As inspiring as they may be, these examples are of 
little help for groups of scientists whose needs are not yet covered and who may not have 
adequate resources to collectively transition towards Nextflow or nf-core. Such groups 
need to weigh the costs and benefits and, most importantly, to evaluate the implications 
and feasibility of a slow transition, bearing in mind that partial transition and production 
may need to coexist for undetermined periods of time. For such an audience, the recent 
incorporation of the nf-core Animal Genomics Special Interest Group (Additional File 1: 
Supp. Table 7), one of the five new nf-core Special Interest Groups, constitutes a more 
telling example. We outline below the process through which a community featuring 80 
research labs across Europe, the Middle East, Australia, and North America collectively 
organized a progressive standard transition towards the implementation and deploy-
ment of nf-core pipelines.

Functional Annotation of Animal Genomes project (FAANG)

FAANG  [38] is a coordinated international effort established in 2014 with the pur-
pose of harmonizing genotype-to-phenotype research in farmed animals. EuroFAANG 
is the European chapter of FAANG, developing as a future European Research Infra-
structure [39] intended to connect existing pan-European infrastructures for data man-
agement, animal agriculture, and aquaculture. It also addresses the research priorities 
outlined in “FAANG to Fork” [40], which mirrors the European Commission’s European 
Green Deal “Farm to Fork” strategy on aspects related to animal genetic resources, phe-
notyping and breeding, and animal health. The adoption, adaptation, and reuse of nf-
core workflows for future genotype-to-phenotype research align with the goal of the 
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EuroFAANG Research Infrastructure to ensure that analyses conducted across Euro-
pean institutes and industry are interoperable, standardized, and reusable.

At the time this report was written, EuroFAANG encompassed six consortia of the 
EU’s Horizon 2020 program: AQUA-FAANG, BovReg, GENE-SWitCH, RUMIGEN, 
GEroNIMO, and HoloRuminant. While each project specialized in a distinct set of 
farmed animal species (multiple fish species, cattle, pig, and chicken), they shared the 
common goal of improving our understanding of the genome-phenome relationship 
through the comprehensive annotation of genomic functional features (e.g., dynamic 
gene expression, chromatin accessibility, and epigenetic state under a range of biological 
conditions). Comprehensive functional annotation demands the generation and analysis 
of large sequencing datasets derived from distinct functional assays, including RNA-seq, 
ATAC-seq, and ChIP-seq. Together, these projects are committed to implementing an 
analysis strategy adhering to the FAIR principles of scientific reproducibility.

Necessity of interoperability and standardization

The use of nf-core provides an effective standardization strategy, which avoids techni-
cal differences potentially introduced by uncoordinated parameterization and varia-
tions across analysis tools. Such standardization ensures the comparability of results. 
For instance, AQUA-FAANG relied on nf-core pipelines to investigate the evolutionary 
conservation of genomic regulatory elements and epigenetic states across six farmed fish 
species for multiple biological conditions and matched tissue panels [41]. Since these 
conserved regions are known to be functionally important, their identification could be 
key to improving breeding strategies. Data integration, beyond the goal and lifetime of 
projects such as EuroFAANG, is also critical across time and constitutes an important 
part of sustainability. For instance, the FarmGTEx aims to characterize tissue transcrip-
tomic profiles of farm animals, akin to its human counterpart project, GTEx [42–44]. As 
one would expect, this project will keep integrating new species. Yet, with sequencing 
and other techniques evolving, the interoperability of data collected over the years can 
only be guaranteed using a common best-practices analytic framework such as nf-core.

Main hurdles towards a common bioinformatics analysis framework

Despite the obvious rationale and good intentions across the board, establishing com-
mon standards remains a very challenging bioinformatics goal [45]. Research groups 
often rely on established methods, and adopting new standards requires retraining 
staff as well as refactoring perfectly functional pipelines. This complicated process can 
benefit from being spearheaded by a designated leader. For instance, when the AQUA-
FAANG consortium decided to utilize nf-core, the University of Edinburgh and the Nor-
wegian University of Life Sciences took responsibility for deploying the framework and 
training the other AQUA-FAANG groups to use nf-core pipelines. Adoption can also be 
achieved through recommendations, as demonstrated in GENE-SWitCH, whose initial 
proposal explicitly suggested Nextflow as a common WfMS for the entire consortium 
while leaving the implementation of this recommendation to each partner [46]. Regard-
less of which framework is chosen, the transition roadmap is as important as the end-
point. Resource-limited groups may benefit from a gradual transition to standardized 
pipelines, allowing new and legacy workflows to coexist during the adaptation period. 
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We argue in the next section that the continuum between low-level scripting, Nextflow, 
and nf-core has allowed EuroFAANG to go through a progressive standard transition 
that has allowed the coexistence of alternative data processing methods without com-
promising their long-term integration.

Choosing a bioinformatics analysis framework

Discussions and surveys about methods, languages, and standards were carried out 
among the EuroFAANG partners (Additional File 1: Supp. Table 8). These consultations 
indicated that Nextflow was the favorite WfMS and identified methodological gaps in nf-
core. We found that the 15 consortium partners involved in data analysis were carrying 
out 78 analyses using four different programming languages: Nextflow (70), Snakemake 
(3), Bash (4), and Perl (1). Nextflow being the most widely used, its adoption provided 
the simplest paths toward harmonization. On top of this, Nextflow was designed to be 
language agnostic and, as a consequence, any existing scripts and functions of a pipeline 
can be directly ported into Nextflow in their original language (like Bash and Perl). The 
language-agnostic property may be achieved with other WfMSs through system calls. 
Nextflow implements idempotent task execution, a concept also used in other systems, 
which enhances reproducibility by uniquely identifying each task based on its inputs and 
code. This result is achieved by assigning each task a unique, repeatable identity based 
on a hash of its inputs and script and executing it in a dedicated work directory. Lan-
guage agnosticism enables pipelines to be gradually ported into Nextflow without the 
need to rewrite scripts or do extensive revalidation. For example, the BovReg eQTL 
analysis workflow (Additional File 1: Supp. Table  8) was initially written in Bash and 
ported into a Nextflow pipeline with minimal refactoring and revalidation. The support 
for simple refactoring is essential in the case of limited resources.

EuroFAANG pipeline development within the nf‑core ecosystem

All nf-core pipelines are open source and welcome new contributions. For instance, 
EuroFAANG partners have been actively involved in the maintenance and develop-
ment of several existing nf-core pipelines, including nf-core/atacseq, nf-core/chipseq, 
and nf-core/smrnaseq (Additional File 1: Supp. Table  8). PacBio-based genome anno-
tation was identified as a gap for the GENE-SWitCH project, leading one of its part-
ners (Roslin Institute, University of Edinburgh, UK) to port their Iso-Seq Nextflow 
pipeline into nf-core (nf-core/isoseq  [47]). Similar collaborative efforts have been initi-
ated within GEroNIMO and BovReg for eQTL analysis using GWAS and Allele-Specific 
Expression (ASE). This led to the development of nf-pegASE (INRAE; Additional File 1: 
Supp. Table 8), a pipeline for ASE analysis that is based on the nf-core template, which 
is intended to be contributed to nf-core. Some Nextflow pipelines were also developed 
outside of the nf-core umbrella, like TAGADA [48] for the annotation and quantification 
of novel long non-coding and coding RNA transcripts and BovReg/nf-cage [49] for tran-
script annotation. Thanks to the standardization provided by Nextflow, these non-nf-
core pipelines can nonetheless provide new modules and elements lending themselves to 
nf-core integration. Overall, most pipeline methods were widely shared across the vari-
ous consortium members, and while nf-core dominates, other solutions were also part 
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of a very active exchange process (Fig. 2B; Additional File 1: Supp. Table 8) with 4 of the 
17 pipelines being used by at least three EuroFAANG consortia.

Conclusion and perspective
Nextflow and nf-core have become an essential component of the large-scale computa-
tional analysis on which modern genomics relies. A growing number of communities are 
now organized around this framework. The nf-core community is the largest Nextflow-
centered community, and its rapid growth illustrates the attractiveness of strict best-
practice guidelines bundled with tooling for developers and users. The new module and 
subworkflow infrastructure facilitates collaborative development both within nf-core 
and between external pipelines, leading to improved code quality and long-term main-
tenance. In the EuroFAANG context, and especially among BovReg partners, the use 
of nf-core and the availability of off-the-shelf pipelines ready to be adapted has allowed 
the development of additional pipeline resources within the initial budget. This unusual 
situation illustrates how the use of nf-core standards and community support enables 
faster development through improved interoperability and standardization. As adoption 
spreads from traditional bioinformatics to other scientific fields, these standards con-
tinue to enable other distributed communities to work together effectively and produce 
more reliable research.

Above we have described the nature of the internal exchanges that led a group of con-
sortia to adopt a standard for bioinformatics pipeline development. Quantifying this 
adoption will require a precise bibliometric survey focused on nf-core-related practices, 
as reflected by citations. Given the inertia associated with publication, we anticipate this 
process to yield definitive results about 2 to 4 years from now. While this bibliometrics 
would provide the most robust estimator of nf-core stakeholder satisfaction, other data 
indicate their comfort with Nextflow, especially the State of the Workflow report (Addi-
tional File 1: Supp. Table 4) in which a survey conducted on 608 Nextflow users found 
94% of them satisfied with Nextflow (2 points more than the 2023 survey). Although 
these surveys are informative, they only scratch the surface of Nextflow’s demographic 
complexity. From their very start, the dynamic of Nextflow and nf-core has been a bot-
tom-up process. None of these resources were officially commissioned by large grants, 
flagship projects or powerful institutions. They emerged at the local level and spread 
through word-of-mouth. Later, significant resources were committed to expanding the 
community in the most inclusive way, partly with the support of the Chan Zuckerberg 
Initiative [50, 51] and the institutes where Nextflow and nf-core were founded such 
as the Centre for Genomic Regulation (CRG, Spain), the Quantitative Biology Center 
(QBiC, Germany​) and Science for Life Laboratory (SciLifeLab, Sweden). As data keeps 
accumulating, the time will soon be ripe to precisely quantify the effectiveness of this 
deployment process and explore the structure of the community, if only to understand 
what its future dynamics may be.

We also advocate here for progressive standard transitions at the level of research 
consortiums. We describe this process as taking place within a framework that accom-
modates a continuum between the current state of an implementation and the most 
desirable one, i.e., the standard. We found nf-core to allow a good trade-off between 
these two points, leveraging Nextflow’s capability to encapsulate any existing code 
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regardless of implementation language and deploy the execution at scale in a portable 
and replicable manner across heterogeneous execution platforms. Thus, strict adherence 
to nf-core best practices is not mandatory for a Nextflow pipeline to be functional, and 
the porting of any functional Bash pipeline into Nextflow can be achieved in a variety of 
ways, ranging from limited refactoring (i.e., wrapping of an existing pipeline with Nex-
tflow tooling) up to full-scale refactoring. In our opinion, the extra development effort 
is offset by secondary benefits resulting from community input: nf-core pipelines are 
more visible and accessible, as evidenced by the statistics collected on the Workflow-
Hub, which already features 98 out of the 112 nf-core pipelines. The nf-core pipelines 
also benefit from community support, validation, bug fixes, and extension. These fac-
tors are especially important when considering long-term sustainability. All of these 
aspects are effectively demonstrated in the EuroFAANG collaboration. We expect the 
EuroFAANG developments to be merely a start and that the rapidly expanding Special 
Interest Groups initiative will help structure a growing number of communities around 
nf-core. We are optimistic that these groups will work orthogonally to those working 
on specific pipelines, promoting improved collaboration and standardization between 
scientists worldwide.
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