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To know about clustering 
 

• There are two main methods: 
 
 

– Classification = supervised method: 
 

Bring together elements 
into categories you defined 
previously to launch the 
classification 

 

For prediction 
 

 

– Clustering = unsupervised method: 
 

Bring together elements which are 
similar into the same cluster (you 
don’t know the clusters, nor how 
many clusters you have) 

 

For exploratory analysis 
  



To know about clustering 
 

• There are two main methods: 
 
 

– Classification = supervised method: 
[…] 

 
– Clustering = unsupervised method: 
 

Bring together elements which are similar into the same 
cluster (you don’t know the clusters, 
nor how many clusters you have to use) 

 
 

 

Hierarchical clustering analysis = HCA, is an 
unsupervised, exploratory method 

 

Be careful : 
 

Clustering Classification 

  



To know about clustering 
 
• Hierarchical clustering analysis of n 

objects is defined by a stepwise algorithm 
which merges two objects at each step, the 
two which are the most similar. In order to 
group together the two objects, we have to 
choose a distance measure (Euclidean, 
maximum, correlation). Then we bring together 
the clusters of objects by choosing an 
agglomeration method (ward, single, complete, 
average). 

 
• Either rows or columns of a matrix can be 

clustered, in each case we have to choose the 
appropriate distance measure and 
agglomeration method that we prefer, the 
results depend on these choices. 
Remember, Hierarchical clustering is an 
exploratory analysis method. 

  



To know about clustering 
 
• Example of clustering 

 
 

 
 
  



To know about clustering 
 
• The Clustering Galaxy module allows to 

generate hierarchical clustering analysis on a 
table of numeric data according to different 
parameters. 

 
– Input data file: contains counts for each gene 

(txt with tabular as separator) 
 

–  group member file: optional, allows to color 
labels of samples in the graphic (file with 
only one column, no header for column) 

  



To know about clustering 
 

• Data should be normalized before 
applying hierarchical clustering 
algorithm: 

 
Normally when we do a hierarchical 
clustering, we should have homoscedastic 
data, which means that the variance of an 
observable quantity (i.e., the expression 
strength of a gene) does not depend on the 
mean. 
 
Please refer to Normalization galaxy 
module. 

 
  



To know about clustering 
 
• The measures to be used: 
 

– The distance between elements, must 
be one of "euclidean", "correlation" or 
"maximum". The most commonly used 
distance measures are "euclidean" and 
"correlation". 

 
– The agglomeration method to be: should 

be one of "ward", "single", "complete" or 
"average". The most commonly used 
measure is "ward". 

  



To know about clustering 
 

– The agglomeration method 
 

 
  



To know about clustering 
 

• You can also choose:  
– Clustering is performed on the samples: if 

YES clustering is performed on the samples. 
if NO clustering is performed on the 
variables. 

 
– Number of top elements to use for 

clustering, selected by highest row 
variance. If NULL all the elements are 
selected: enter a number (maximum is 
300). 

 

– An overall title for the plot: enter a title for 
the plot 

– A title for the x axis: enter a title for the x axis 
 

– A title for the y axis: enter a title for the y axis 
 

– The width of the graphics region in inches: 
enter a number 

 

– The height of the graphics region in inches: 
enter a number 

 
– The nominal resolution in ppi: enter a 

number (a higher number means a 
higher resolution which can take times 
to open)  



What you should have to begin 
 

You can have 2 files:  
– The mandatory file contains the 

numeric data to cluster and looks 
like this: 

 

 
 
Missing values will be replaced with mean value of the 
considered variable, across all samples. 

  



What you should have to begin 
 

You can also have an optional file for 
coloring your cluster by groups:  

– File contains the sample/variable member 
group file (optional) and looks like this: 

 

 
Each number corresponds to a group and will have 
a specific color in the clustering. If clustering is 
done on individuals (decathlon competitors in our 
example) the group number is assign to each 
individual as it is ordered in the numeric data table: 
 

SEBRLE group 1 
CLAY group 1 
KARPOV group 3 
… 

  



Upload data 
 

 
 

 
  



Upload data 
 

 
  



Ready for clustering 
 

 
 
Choose: 
Graph/Display data > Hierarchical clustering 
sub menus 

 

 



Example of clustering #1 
 
All options used with default value:  

 
 
Click on Execute button and you will get two new boxes 
in your history:  

 
 
 
 
 
 
 
 
 
Click on the Eye icons to look at the content. 
  



 Hierarchical_clustering.log: 
 
 
In case of success (the box is green), you should see 
following message: 
 

 
 

 
 
 
 
In case of error (the box is red), you should see a 
message with the reason of the error: 
 

 
 

 
 
 
 



 
 
Hierarchical_clustering.report: 

 

 
 

Right click with the mouse on the link at the end of the 
page and use “Save link as …” menu to save your graph 
on your disk. 

  



Example of clustering #2 
 
Clustering on lines (i.e. sportmen names): 

 
 

 
  



Example of clustering #3 
 
Clustering on lines with a group definition file: 

 
 
 

 

 

 

 

 

 



Example of clustering #4 
 
Configure title, axis labels, image size: 

 

 



Special note for users having 

NGS counts or microarray data 
 
In the example shown above, the table has the variables 
(sports) in columns and individual (sportmen) in lines. If you 
want to cluster a table containing NGS data or microarray 
data, you will usually have: 
 Sample names in columns 
 Variables (genes, probes, …) in lines 

 
If you want to cluster samples, beware to have “Yes” value in 
the parameter “Clustering is performed on the columns”. 
 
If you want to cluster the genes, probes, … you should have 
this parameter set to “No” but beware to put a non NULL 
value in the parameter : 
“Number of top elements to use for clustering” otherwise the 
software will try to cluster ALL variables (genes, probes) and if 
you have more than one hundred variable, either your 
clustering will fail because it would need too much memory 
than available, or the gene/probe names will not be readable 
in the output image. 
 
A last warning for NGS counts data: Do not use hierarchical 
clustering on counts data. This would lead to a wrong 
clustering, due to the fact that few genes are counted a lot. 
Variation of counts for these genes will decide of the 
clustering instead of taking into account all genes. 
You should first apply a RLog normalization process as 
proposed in the “Normalization” Galaxy module. 


